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#### Abstract

In the context of computational complexity of puzzles, the sliding block puzzles play an important role. Depending on the rules and set of pieces, the sliding block puzzles can be polynomialtime solvable, NP-complete, or PSPACE-complete. On the other hand, a relatively new notion of jumping block puzzles has been proposed in the puzzle community. This is a counterpart to the token jumping model of the combinatorial reconfiguration problems in the context of block puzzles. We investigate some variants of jumping block puzzles, which are based on actual puzzles, and a natural model from the viewpoint of combinatorial reconfiguration, and determine their computational complexities. More precisely, we investigate two generalizations of two actual puzzles which are called Flip Over puzzles and Flying Block puzzles and one natural model of jumping block puzzles from the viewpoint of combinatorial reconfiguration. We prove that they are PSPACE-complete in general. We also prove the NP-completeness of these puzzles in some restricted cases, and we give polynomial-time algorithms for some restricted cases.


## 1. Introduction

Recently, the reconfiguration problems attracted the attention of theoretical computer science. These problems arise when we need to find a step-by-step transformation between two feasible solutions of a problem such that all intermediate results are also feasible and each step abides by a fixed reconfiguration rule, that is, an adjacency relation defined on feasible solutions of the original problem. Reconfiguration problems have been studied extensively for several well-known problems, including INDEPENDENT SEt [13,16], satisfiability [9,18], set cover, clique, matching [13], vertex coloring [2-4], and shortest path [15].

In the reconfiguration problems that consist in transforming a vertex subset (e.g., an independent set), there are three natural reconfiguration rules called "token sliding," "token jumping," and "token addition and removal" [16]. In these rules, a vertex subset is represented by the set of tokens placed on each of the vertices in the set. (We cannot put two or more tokens on a vertex.) In the token sliding model, we can slide a token on a vertex to another along an edge joining these vertices. On the other hand, a token can jump to any other vertex in the token jumping model. (In the token addition and removal model, we can remove and add some tokens in a specific range. That is, the total number of tokens can be changed in a given range.)
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Fig. 1. A typical sliding block puzzle and the 15-puzzle.


Fig. 2. An example of the Flip Over puzzle. Each piece has its front side and back side, and the goal is to make them back-side up.

In the puzzle community, several puzzles have been invented which can be seen as realizations of some reconfiguration problems. Among them, the family of sliding block puzzles (Fig. 1) has been playing an important role bridging recreational mathematics and theoretical computer science. A classic puzzle is called the Dad puzzle; it consists of rectangle pieces in a rectangle frame, and the goal is to slide a specific piece (e.g., the largest one) to the goal position. The Dad puzzle was invented in 1909 and the computational complexity of this puzzle was open since Martin Gardner mentioned it in 1960s [6]. After almost four decades, Hearn and Demaine proved that the puzzle is PSPACE-complete in general (a comprehensive survey can be found in [10]). When all pieces are unit squares, we obtain another famous puzzle called the $15-\mathrm{puzzle}$; in this puzzle, we slide each unit square using an empty area and arrange the pieces in order. From the viewpoint of combinatorial reconfiguration, this puzzle has remarkable properties in the general form of the $\left(n^{2}-1\right)$-puzzle. For given initial and final arrangements of pieces, the decision problem asks if we can transform from the initial arrangement to the final arrangement. Then the decision problem can be solved in linear time by checking their parities. For a yes-instance, while a feasible solution can be found in $O\left(n^{3}\right)$ time, finding a shortest solution is NP-complete (see [20,5]).

To see how the computational complexity of a reconfiguration problem depends on its reconfiguration rule, it is natural to consider the "jumping block" variant as a counterpart of sliding block puzzles. In fact, some realizations of jumping block puzzles have been invented by the puzzle community. As far as the authors know, "Flying Block" was the first jumping block puzzle, which was designed by Dries de Clercq and popularized at the International Puzzle Party by Dirk Weber in 2008. ${ }^{1}$ The Flying Block consists of four polyominoes (see Section 2 or [8] for the notion of polyominoes) within a rectangular frame. The goal is similar to the Dad puzzle: moving a specific piece to the goal position. In one move, we first pick up a piece, rotate it if necessary, and then put it back into the frame. A key feature is that each piece has a small tab to pick it up. Because of this feature, flipping a piece before putting it back into the frame is not allowed.

Later, Fujio Adachi invented another jumping block puzzle which is called Flip Over (or Turn Over). It was invented in 2016 and popularized at the International Puzzle Party by Naoyuki Iwase in $2019 .{ }^{2}$ This puzzle consists of four polyominoes in an orthogonal frame, which is not a rectangle. The operation is a bit different from Flying Block; you can flip the piece in addition to the rotation if you like. Each piece has its front side and back side (distinguished by their colors). The goal of this puzzle is to make all pieces back-side up. A simple example is given in Fig. 2.

The model of Flying Block is natural as puzzle because the goal is the same as the Dad puzzle. On the other hand, the model of Flip Over forces us to move all front-sided pieces at least once, and hence the number of front-sided pieces is a trivial lower bound of the number of moves of the puzzle.

As far as the authors know, the jumping block puzzles have never been investigated in the context of the reconfiguration problems. In this paper, we first investigate the computational complexities of the jumping block puzzles under the models given by actual puzzles. Namely, we consider the computational complexities of the jumping block puzzles under the models of Flip Over and Flying Block.

From the viewpoint of reconfiguration problems, a natural variant of the jumping block puzzles is as follows. We are given a set of polyominoes, an orthogonal frame, and the initial and the goal arrangements of the polyominoes in the frame. Then the problem asks whether we can move the initial arrangement to the goal arrangement by a sequence of polyomino jumps. We also investigate the computational complexity of this puzzle.

Due to a technical reason, we will show our results on the flip over puzzles in Section 3, the flying block puzzles in Section 4, and the reconfiguration problem in Section 5. For these variants of jumping block puzzles, the results in this paper can be summarized in Tables 1, 2, and 3. (In these tables, "\#moves" means the number of moves of each piece, "frame" means the shape of the frame (and
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Results on the flip over puzzles.

| \#moves | frame | symmetric pieces | asymmetric pieces | \#vacs | complexity | reference |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Any | rect of constant height | rects of size $1 \times k$ | 4-omino | 1 | PSPACE-complete | Theorem 2 |
| Any | rect of height 2 | rects of height 1 | polyomino of height 2 | any | NP-hard | Theorem 3 |
| $\leq 1$ | rect | rects of size $1 \times k$ | 4-omino | any | NP-complete | Theorem 4 |
| $\leq 1$ | rect | rects of size $1 \times k$ | 4-ominoes | 1 | NP-complete | Theorem 5 |
| $\leq 1$ | rect of height 2 | rects of height 1 and polyomino of height 2 | polyomino | any | NP-complete |  |

Table 2
Results on the flying block puzzles. (We need no asymmetric piece in this case.)

| \#moves | frame | symmetric pieces | \#vacs | complexity | reference |
| :--- | :--- | :--- | :--- | :--- | :--- |
| Any | rect of constant height | rects of size $1 \times k$ | 1 | PSPACE-complete | Theorem 7 |
| Any | rect of height 2 | rects of height 1 and polyomino of height 2 | any | NP-hard | Theorem 8 |
| $\leq 1$ | rect of height 2 | rects of height 1 and polyomino of height 2 | any | NP-complete | Theorem 8 |
| $\leq 1$ | rect | rects of size $1 \times k$ | any | NP-complete | Theorem 9 |
| $\leq 1$ | rect of height 1 | rects of height 1 | any | weakly NP-complete | Theorem 10 |

Table 3
Results on the reconfiguration problem on the jumping block puzzles.

| \#moves | frame | symmetric pieces | asymmetric pieces | \#vacs | complexity | reference |
| :--- | :--- | :--- | :--- | :--- | :--- | :--- |
| Any | rect of constant height | rects of size $1 \times k$ | 0 | 1 | PSPACE-complete | Theorem 15 |
| Any | rect of height 2 | rects of height 1 | polyomino | any | NP-hard | Theorem 16 |
| Any | rect of height 1 | any | any | any | poly-time | Observation 12 |
| Any or $\leq 1$ | any | rects of size $1 \times 2$ | 0 | any | poly-time | Observation 13 \& Theorem 14 |

"rect" means a simple rectangle without holes), $k$ is an integer with $1 \leq k \leq 3$, "(asymmetric/symmetric) pieces" means the pieces of the puzzle, "\#vacs" means the number of vacant squares.) One considerable NP-complete problem for the reconfiguration problem not in Table 3 is the following (Theorem 17): For a given instance of the reconfiguration problem on the jumping block puzzle on a rectangular frame of height 1 , it is NP-complete to decide whether there is a jumping sequence of length at most $t$ from the initial feasible packing to the goal feasible packing for a given integer $t$.

## 2. Preliminaries

A polyomino is a polygon formed by joining one or more unit squares edge to edge. A polyomino is also called a $k$-omino if it consists of $k$ unit squares. When $k=1,2,3,4$, we sometimes call it monomino, domino, tromino, and tetromino, respectively. Some polyominoes have their own names; e.g., we have two different trominoes, which are called I-tromino formed by three consecutive unit squares, and L-tromino formed by L-shape by three unit squares. We also use L-tetromino, which is an L-shape tetromino, as a minimum asymmetric polyomino with respect to the line symmetry. An instance of the jumping block puzzle consists of a set $\mathcal{P}$ of polyominoes $P_{1}, P_{2}, \ldots, P_{n}$ and a polyomino $F$. Each polyomino $P_{i} \in \mathcal{P}$ is called a piece, and $F$ is called a frame. Each piece $P_{i}$ has its front side and back side (in the figures in this paper, a bright color and a dark color indicate front side and back side, respectively).

A feasible packing of $\mathcal{P}$ to $F$ is an arrangement of all pieces of $\mathcal{P}$ into $F$ such that each piece is placed in $F$, no two pieces overlap (except at edges and vertices), each vertex of each piece of $\mathcal{P}$ is placed on a grid point in $F$, and each edge of each piece of $\mathcal{P}$ is parallel to some edge of $F$.

For a feasible packing of $\mathcal{P}$ to $F$, a flip of $P_{i}$ is an operation that consists of the following steps: (1) pick up $P_{i}$ from $F$, (2) translate, rotate, and flip $P_{i}$ if necessary, and (3) put $P_{i}$ back into $F$ so that the resulting arrangement is a feasible packing. On the other hand, a fly of $P_{i}$ is an operation that consists of the following steps: (1) pick up $P_{i}$ from $F$, (2) translate and rotate $P_{i}$ if necessary, and (3) put $P_{i}$ back into $F$ so that the resulting arrangement is a feasible packing.

Then the flip over puzzle problem is formalized as follows:

## FLIP OVER PUZZLE

Input: A set $\mathcal{P}$ of polyominoes in an orthogonal frame $F$.
Operation: Pick up a piece, translate, rotate, and flip it if desired, and put it back into $F$.
Goal: Make every piece back-side up in $F$.
Precisely, for a given feasible packing $X$ of $\mathcal{P}$ to $F$, the flip over puzzle asks whether $X$ can be reconfigured by a sequence of flips to a feasible packing in which all pieces are back-side up in $F$. We first observe that each piece can be flipped in place if it is line-symmetric. That is, when all polyominoes are line-symmetric, it is a yes-instance and all pieces can be flipped in a trivial way. In contrast, we will show that the existence of one asymmetric piece changes the computational complexity of this puzzle.

On the other hand, the flying block puzzle problem is formalized as follows:

## FLYING BLOCK PUZZLE

Input: A set $\mathcal{P}$ of polyominoes in an orthogonal frame $F$, a specific piece $P$ in $\mathcal{P}$, and a goal position of $P$ in $F$.
Operation: Pick up a piece, translate and rotate it if desired, and put it back into $F$.
Goal: Move $P$ to the goal position.
In contrast to the flip over puzzle, in the flying block puzzle, the input consists of three elements: a feasible packing of $\mathcal{P}$ to $F$, a specific piece $P$, and the goal position of $P$ in $F$. That is, the flying block puzzle asks if we can move the specific piece $P$ to the goal position starting from the feasible packing by a sequence of flies. We also note that we cannot flip pieces in the flying block puzzle (since each piece has a tab to pick in real puzzles).

In the context of reconfiguration problems, we can introduce the $C 2 C^{3}$ jumping block puzzle as follows:

## C2C JUMPING BLOCK PUZZLE

Input: A set $\mathcal{P}$ of polyominoes, an orthogonal frame $F$, an initial feasible packing $S$ in $F$, and a goal feasible packing $\mathcal{T}$ in $F$. Operation: Pick up a piece, translate, rotate, and flip it if desired, and put it back into $F$.
Goal: Determine if we can arrange the pieces from $S$ to $\mathcal{T}$ by a sequence of operations.
In C2C jumping block puzzle, we consider the case that each piece has no label. That is, congruent pieces are not distinguished in $S$ and $\mathcal{T}$. Therefore, we have to solve a matching problem between $S$ and $\mathcal{T}$; see Fig. 17 for example. We can consider a natural labeled (or colored) variant; see Concluding remarks in Section 6 for further details.

In order to determine the computational complexity of the problems defined above, we use the notion of the constraint logic, which was introduced by Hearn and Demaine [10,11]. A constraint graph $G=(V, E, w)$ is an edge-weighted undirected 3-regular graph such that (1) each edge $e \in E$ has weight 1 or 2 , (we sometimes describe the weight 1 by red and 2 by blue) and (2) each vertex is either an $A N D$ vertex or an $O R$ vertex such that (2a) an AND vertex is incident to two red edges and one blue edge, and (2b) an OR vertex is incident to three blue edges. A configuration of a constraint graph is an orientation of the edges in the graph. A configuration is legal if the total weight of the edges pointing to each vertex is at least 2 . The NCL problem on the constraint logic is defined as follows.

## NCL

Input: A constraint graph $G=(V, E, w)$, a legal configuration $C_{0}$ for $G$, and an edge $e_{t} \in E$.
Question: Is there a sequence of legal configurations $\left(C_{0}, C_{1}, \ldots\right)$ such that (1) $C_{i}$ is obtained by reversing the direction of a single edge in $C_{i-1}$ with $i \geq 1$, and (2) the last configuration is obtained by reversing the direction of $e_{t}$ ?

The Bounded NCL problem is a variant of the NCL problem with the additional restriction that every edge can be reversed at most once. For these two problems, the following theorem is known:

Theorem 1 ([10]). (1) NCL is PSPACE-complete even on planar graphs and (2) Bounded NCL is NP-complete even on planar graphs.

## 3. Complexity of flip over puzzles

In this section, we focus on the flip over puzzles. We first show that this puzzle is PSPACE-complete even on quite restricted cases. Next, we show that it is NP-hard even if the frame $F$ is a rectangle of height 2 . Lastly, we show that it is NP-complete if the number of flips of each piece is $O(1)$.

### 3.1. PSPACE-completeness in general

The first result for the flip over puzzle is the following theorem:

Theorem 2. The flip over puzzle is PSPACE-complete even with all the following conditions ${ }^{4}$ :
(1) the frame is a rectangle of constant height without holes,
(2) every line-symmetric piece is a rectangle of size $1 \times k$ with $1 \leq k \leq 3$,
(3) there is only one asymmetric piece of size 4, and
(4) there is only one vacant unit square.

We note that all polyominoes of size at most 3 (i.e., monomino, domino, I-tromino, and L-tromino) are line-symmetric. Therefore, Theorem 2 is tight in the sense that it contains only one minimum asymmetric piece.
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Fig. 3. The cell border, which is a framework of embedding gadgets.


Fig. 4. A grid drawing of the graph in Step (1). Two red edges incident to an AND vertex are collinear. (For interpretation of the colors in the figure(s), the reader is referred to the web version of this article.)

Proof. We give a polynomial-time reduction from the NCL problem to the flip over puzzle. Let $G=(V, E, w), e_{t}$, and $C_{0}$ be the input of the NCL problem. That is, $G$ is an edge-weighted planar graph, $C_{0}$ is a legal configuration of $G$ and $e_{t}$ is an edge in $E$. It is known that NCL is still PSPACE-complete even if the input NCL graph is planar and has constant bandwidth and it is given with a rectilinear embedding ${ }^{5}$ of constant height (see [22, Thm. 11] for the details). Thus we assume that the rectlinear embedding is of constant height without loss of generality.

The framework of the reduction is similar to the reduction of the NCL problem to the sliding block puzzle shown in [10, Sec. 9.3]: The frame $F$ is a big rectangle, and it is filled with a regular grid of gate gadgets, within a "cell border" construction. The internal construction of the gates is such that none of the cell-border blocks may move, thus providing overall integrity to the configuration. In our reduction, the cell border has width 2 (Fig. 3), and each gadget in a cell will be designed of size $13 \times 13$. We first prepare a sufficiently large cell border for embedding $G$. Then we construct an instance of the flip over puzzle in three steps.

Step (1) We first compute a rectilinear embedding of $G$, which can be done in $O\left(n^{2}\right)$ time [17]. To simplify the construction, we bend some edges (by refining the grid) to make two red edges incident to an AND vertex collinear (Fig. 4). We then define the frame $F$ so that each cell of size $13 \times 13$ contains one of an AND vertex, an OR vertex, a unit straight segment of an edge (wire), a unit turning segment of an edge (corner), and an empty cell.

Step (2) The vertices, unit segments of edges, and empty cells are replaced by the gadgets shown in Fig. 5. We note that these gadgets are designed in a square of size $13 \times 13$ and green trominoes are shared by two adjacent gadgets. As we will see later, we have only one vacant square in the resulting arrangements. Thus each of the tetrominos in our gadgets has only at most two options of its location. Under this assumption, we can confirm that each of AND and OR gadgets have five and seven feasible arrangements by jumping polyomino as shown in Fig. 6. For a given constraint graph $G$ with its legal configuration $C_{0}$ for $G$, we choose one of these options according to $C_{0}$. Since it is a legal configuration for $G$, all green trominoes are aligned with consistency. We embed these gadgets into the frame $F$ to represent the graph, with margins of gap 2 . If a vacant space of size $1 \times 2$ formed by adjacent empty cells remains at some place between two gadgets, we fill it by a domino. We here note that, in our gadgets, the orientation of an edge is represented by green trominoes in an opposite way. As shown in Figs. 6 and 9, when an edge is incoming to the corresponding vertex, then the corresponding green tromino is "out" of the gadget, and it is "in" the gadget when the edge is outgoing from the vertex.
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Fig. 5. Gadgets of size $13 \times 13$ for an AND vertex, an OR vertex, a wire, a corner, and an empty cell
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Fig. 6. Possible arrangements of gadgets.


Fig. 7. Two edge gadgets for $e_{t}$ for embedding the L-tetromino.

Step (3) Pick up any unit segment of the edge $e_{t}$, and embed the left gadget in Fig. 7 if it is a straight line, and the right gadget in Fig. 7 if it is a turn. We note that each of them contains the unique asymmetric L-tetromino and this L-tetromino can be flipped when the leftmost I-tromino moves to the left. Finally we put monominoes (polyominoes of unit size) to fill all vacant unit squares except one. (This one vacant unit square can be arbitrary.) This is the end of our reduction. An example of the construction is given in Fig. 8.

It is clear that this reduction can be done in polynomial time, we can construct an instance of the flip over puzzle with consistency for a given constraint graph $G$ with its legal configuration $C_{0}$ for $G$, the instance constructed from $G$ satisfies the conditions (1) to (4) in Theorem 2 since each gadget has a constant size, and the flip over puzzle belongs to PSPACE. We now show that $G$ is a yes instance of the NCL problem if and only if the instance of the flip over puzzle constructed from $G$ is a yes instance.

The basic idea is the same as one used in [10, Sec. 9.3]; when an edge $e$ changes the direction and points to a vertex $v$, the corresponding I-tromino (of size $1 \times 3$ and in green in the figure) moves out one unit. As shown in Fig. 9, we designed two gadgets so that (1) when both of the I-trominoes corresponding to the red edges moved out from an AND gadget, the I-tromino corresponding


Fig. 8. Completed reduction after Step (3). The unique L-shape is placed at the top-right corner, and two of three vacant spaces in two AND gadgets are filled by a monomino, and the other is left as the unique vacant space.






Fig. 9. Movements of gadgets.
to the blue edge of the AND gadget can move in (as shown in Fig. 6(5)), and (2) when at least one of the I-trominoes corresponding to the blue edges moved out from an OR gadget, the I-tromino corresponding to the blue edge of the OR gadget can move in (as shown in Fig. 6(2)-(7)).

In [10, Sec. 5.2.3], they introduce a notion of protected $O R$, and show that the NCL problem is still PSPACE-complete even if all OR gadgets are protected OR. In our context, it implies that we can assume that we only have the patterns in Fig. 6(4)(6)(7) for given $C_{0}$, and patterns in Fig. 6(2)(3)(5) never happen in our reconfiguration. We also observe that we cannot have Fig. 6(1) in our reconfiguration since it violates the condition of a protected OR and hence $C_{0}$ does not contain this configuration. Therefore, in a


Fig. 10. Reduction for NP-hardness.
feasible reconfiguration of the instance of the NCL problem, all OR gadgets in the constructed instance of the flip over puzzle contain no unit square.

We then observe that we have only one vacant unit square in the instance of the flip over puzzle constructed here. However, by jumping monominoes, we can move the vacant unit square to anywhere we need as long as it is occupied by a monomino.

Based on the arguments above, an AND gadget in the flip over puzzle can simulate an AND vertex in the NCL graph and an OR gadget in the flip over puzzle can simulate a protected OR vertex in the NCL graph. The correctness for a wire gadget, a corner gadget, and an empty cell is trivial. Thus, using the same arguments in [10, Sec. 9.3], we can show that the flip over puzzle simulates the movements of the NCL problem and vice versa. Therefore, if we can eventually reverse $e_{t}$ in the instance of the NCL problem, we can make a vacant unit square next to the unique L-tetromino in the instance of the flip over puzzle, and then we can make it back-side up using the vacant unit square next to the L-tetromino. Thus we have the theorem.

### 3.2. NP-hardness on a frame of height 2

In Theorem 2, we proved that the problem is PSPACE-complete even if the frame is a rectangle of constant height. On the other hand, if the frame is a rectangle of size $1 \times m$ (or height 1), the problem is trivial: each piece should be a rectangle of height 1 and hence it can be flipped to back side in-place in one step. Interestingly, the problem is intractable when the frame has height 2.

Theorem 3. The flip over puzzle is NP-hard even with all the following conditions:
(1) the frame is a rectangle of height 2 ,
(2) every line-symmetric piece is a rectangle of height 1 , and
(3) there is only one asymmetric piece.

Proof. We reduce the following 3-Partition problem to our problem.

## 3-Partition

Input: Positive integers $a_{1}, a_{2}, a_{3}, \ldots, a_{3 m}$ such that $\sum_{i=1}^{3 m} a_{i}=m B$ for some positive integer $B$ and $B / 4<a_{i}<B / 2$ for $1 \leq i \leq 3 m$. Output: Determine whether we can partition $\{1,2, \ldots, 3 m\}$ into $m$ subsets $A_{1}, A_{2}, \ldots, A_{m}$ so that $\sum_{i \in A_{j}} a_{i}=B$ for $1 \leq j \leq m$.
It is well known that the 3-Partition problem is strongly NP-complete [7]. Without loss of generality, we assume that $m<B / 2$ (otherwise, we multiply each $a_{i}$ by $2 m$ ). For a given instance $\left\langle a_{1}, a_{2}, \ldots, a_{3 m}\right\rangle$ of 3-Partition, we construct an instance of the jumping block puzzle as follows. It consists of a frame $F$ and a set of pieces $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{4 m+1}\right\}$. The frame $F$ is a $2 \times(2 m(B+1)-1)$ rectangle. For $1 \leq i \leq 3 m$, the piece $P_{i}$ is a $1 \times a_{i}$ rectangle. The pieces $P_{3 m+1}, P_{3 m+2}, \ldots P_{4 m}$ are $1 \times B$ rectangles. The unique asymmetric piece $P_{4 m+1}$ is drawn in Fig. 10. It almost covers the whole frame $F$ except (1) one rectangle of size $1 \times \max _{i} a_{i}$, (2) $m$ rectangles of size $1 \times B$ in the left side, and (3) one rectangle of size $1 \times(m(B+1)-1)$ in the right side. The initial feasible packing of $\mathcal{P}$ to $F$ is also described in Fig. 10. All pieces are placed front-side up. The asymmetric piece $P_{4 m+1}$ is placed in $F$ as shown in Fig. 10, and $m$ rectangles of size $1 \times B$ are occupied by $m$ pieces $P_{3 m+1}, P_{3 m+2}, \ldots, P_{4 m}$ of size $1 \times B$. The other $3 m$ polyominoes $P_{1}, P_{2}, \ldots, P_{3 m}$ are put in the rectangle of size $1 \times(m(B+1)-1)$ in the right side of $P_{4 m+1}$ in arbitrary order. We assume that the piece $P_{3 m+i}$ occupies the $i$-th vacant space of size $1 \times B$ from the center of $P_{4 m+1}$.

Now, we show that all pieces in $\mathcal{P}$ can be flipped back-side up if and only if the original instance of 3-PARTITION is a yes instance. Since all pieces in $\mathcal{P}$ are rectangles except $P_{4 m+1}$, it is sufficient to ask whether $P_{4 m+1}$ can be flipped.

We first assume that all pieces in $\mathcal{P}$ can be flipped. It is easy to see that $P_{4 m+1}$ can be flipped only in the horizontal direction. We first observe that no piece of size $1 \times B$ can be moved to any other place before flipping $P_{4 m+1}$ as follows: First, the vacant space at the top-left corner is too small for it. Since $B / 4<a_{i}<B / 2$ and $B / 4<a_{i} \leq \max _{i} a_{i}<B / 2$, we can move at most one piece of size $1 \times a_{i}$ to the top-left corner. Even if we move the longest piece of size $1 \times \max _{i} a_{i}$ to the top-left corner, by the assumption $m<B / 2$, we can make a vacant space of width at most $\max _{i} a_{i}+(m-1)<B / 2+B / 2=B$ in the right-hand side, which is not enough to put a piece of size $1 \times B$. Now we consider the situation just before the asymmetric piece $P_{4 m+1}$ is flipped. The top-left vacant space of size $1 \times \max _{i} a_{i}$ flips to the top-right corner, and the corresponding top-right part of $P_{4 m+1}$ flips to the top-left corner. Therefore, there is no piece in this vacant space when we flip $P_{4 m+1}$. In the bottom-left half in $P_{4 m+1}$, we have $m$ vacant spaces of size $1 \times B$, and each space is filled by a piece $P_{i}$ of size $1 \times B$ for $3 m+1 \leq i \leq 4 m$. When the piece $P_{4 m+1}$ is flipped, all these $m$ vacant spaces are flipped to the right half of the frame. On the other hand, the total length of the remaining pieces $P_{1}, P_{2}, \ldots, P_{3 m}$ is $m B$. They should be in the right half of the frame, and $P_{4 m+1}$ cannot overlap with any of them when it is flipped. Therefore, these pieces $P_{1}, P_{2}, \ldots, P_{3 m}$ should fit into $m$ vacant spaces of size $1 \times B$ in $P_{4 m+1}$ when these vacant spaces come from the left side to the right side by the flip of $P_{4 m+1}$. In order to do that, $P_{1}, P_{2}, \ldots, P_{3 m}$ should be partitioned into $m$ groups so that each group exactly fills a vacant space of size $1 \times B$ in total. This partition clearly gives us a solution of the instance of the 3-Partition problem.


Fig. 11. AND gadget for Theorem 4.
We next assume that the instance of the 3-Partition problem is a yes instance. Then $\{1, \ldots, 3 m\}$ has a partition into $m$ 3-subsets $A_{1}, A_{2}, \ldots, A_{m}$, where each $A_{i}$ consists of $i_{1}, i_{2}, i_{3}$ with $a_{i_{1}}+a_{i_{2}}+a_{i_{3}}=B$. Using the left-top vacant space as a working space, we can sort the pieces $P_{1}, \ldots, P_{m}$ into any order in the right-bottom space. (E.g., we can simulate the bubble sort.) Thus we sort $P_{1}, \ldots, P_{m}$ in such a way that for $1 \leq i \leq m$, the positions $3 i-2,3 i-1,3 i$ are occupied by the pieces $P_{i_{1}}, P_{i_{2}}, P_{i_{3}}$. Finally, we adjust the positions of the pieces to have a vacant space of unit size after every third piece. After this process, since we use a solution of 3-Partition, $P_{1}, \ldots, P_{3 m}$ form $m$ rectangles of size $1 \times B$. Therefore we can flip $P_{4 m+1}$. This completes the proof of Theorem 3 .

### 3.3. NP-completeness with constant flips

In the proof of Theorem 3, we reduced the 3-Partition problem to the flip over puzzle. We saw that the instances constructed there had polynomial-length yes-witnesses, however, we do not know whether the flip over puzzle on a frame of height 2 belongs to NP or not. In this section, we focus on the flip over puzzle with constant flips. In this model, we require that the number of flips for each piece does not exceed a fixed constant $c$. Then, if an instance of the puzzle has a solution, the solution can be represented by a sequence of moves, and the number of moves is bounded above by $c n$, where $n$ is the number of pieces. Therefore, each yes-instance has a witness of polynomial length, which implies that puzzles with this restriction belong to NP. In this section, we show that the flip over puzzle is still NP-complete even if each piece can be flipped at most once with some additional restrictions. In the following, we only show the NP-hardness in the proofs since the problem clearly belongs to NP.

Theorem 4. The flip over puzzle with constant flips is NP-complete even if it satisfies all the following conditions:
(0) each piece can be moved at most once,
(1) the frame is a rectangle without holes,
(2) every line-symmetric piece is a rectangle of size $1 \times k$ with $1 \leq k \leq 3$, and
(3) there is only one asymmetric piece of size 4.

Proof. The claim can be proved by following the same strategy of the proof of Theorem 2 in Section 3.1. That is, we give a polynomial-time reduction from the bounded NCL problem. The construction from the NCL graph can be done in almost the same way as shown in Section 3.1 except Step (3) and the AND gadget. This time, we do not fill each of the vacant unit squares by monominoes in Step (3). The monominoes are the only pieces that may move twice or more if every edge can be reversed at most once. Thus the resultant puzzle satisfies the condition ( 0 ). On the other hand, if we remove all monominoes from the gadgets, the AND gadget in Fig. 5 can produce an empty domino, and hence it does not work as desired. To avoid it, we replace the AND gadget in Fig. 5 by one given in Fig. 11. We note that the AND gadget in Fig. 11 does not work in the proof of Theorem 2 since this gadget requires at least two vacant unit squares. On the other hand, when we can flip each piece at most once, it is easy to see that we can reconfigure the gadget from Fig. 11(1) to Fig. 11(2) by a sequence of flips that satisfies the condition (0). We then can observe that an instance of the bounded NCL problem is a yes instance if and only if the constructed instance of the flip over puzzle has a solution with the conditions ( 0 ), (1), (2), and (3).

Theorem 5. The flip over puzzle with constant flips is NP-complete even if it satisfies all the following conditions:
(0) each piece can be moved at most once,
(1) the frame is a rectangle without holes,
(2) every line-symmetric piece is a rectangle of size $1 \times k$ with $1 \leq k \leq 3$,
(3) all asymmetric pieces are of size 4, and
(4) there is only one vacant unit square.


Fig. 12. The two gadgets for replacing the two types of vertices.

Proof. In order to prove NP-hardness, we give a polynomial-time reduction from the Hamiltonian cycle problem on 3-regular planar digraphs where each vertex has indegree 1 or 2, which is a classic well-known NP-complete problem [19]. We use an idea similar to the one in [21]: For a given 3-regular planar digraph $G$, we replace the two types of vertices by the two types of gadgets shown in Fig. 12, respectively, and join them by the same wire gadget in Section 3.1. In [21], a specific peg visits every vertex exactly once along the Hamilton cycle. Our construction is done by making one (and unique) vacant unit square in a wire gadget instead of the specific peg. As shown in Corollary 19 in Appendix A, we note that every edge joining an outdegree- 1 vertex to an indegree-1 vertex should belong to every Hamiltonian cycle. Such an edge is called a permanent arc in [19]. Furthermore, the Hamiltonian cycle problem on 3-regular planar digraphs is still NP-complete even if (1) the numbers of outdegree-1 vertices and indegree-1 vertices are the same, and (2) each outdegree-1 vertex should be joined to an indegree- 1 vertex. That is, we can assume that any instance of this restricted Hamiltonian cycle problem has a permanent edge, and we can find it in polynomial time. Therefore, the vacant unit square can be put in any permanent edge. The gadget for this vacant unit square on a permanent edge is given in the left in Fig. 13(b). We have only one choice at this start point as shown in the right in Fig. 13(b). That is, this gadget forces us the direction of the edge. An example of the construction is given in Fig. 13(c).

The unique vacant unit square moves like the peg in [21]: when it visits an indegree-1 vertex as shown in the left side of Fig. 12, the central vertical I-trominoes in the figure move the vacant unit square to center, and it will be brought to left or right. On the other hand, when the vacant unit square visits an indegree-2 vertex from one of the two incoming directions, then the L-tetromino can move it to the outgoing direction of the vertex. Fig. 13(d) illustrates the configuration of the puzzle after visiting the vertices $3,2,6,5,1,4,8,7$ in this order. It is easy to observe that all asymmetric pieces are flipped, and the remaining pieces are all rectangles, which can be flipped without any vacant space.

Therefore, when $G$ has a Hamiltonian cycle, the instance of the flip over puzzle has a solution with the condition (0).
Now we suppose that the instance of the flip over puzzle has a solution. By Theorem 18, we can assume that the instance consists of $k$ gadgets in the left and right in Fig. 12, respectively. Since the instance has only one vacant square, it is easy to see that the wire and turn gadgets are one-way. On the other hand, the L-tetromino in the right gadget in Fig. 12 can be flipped when the signal gets into the gadget and goes out from the gadget. Therefore, each of these gadgets can be passed once. By Theorem 18, when the signal goes out from the gadget, the next gadget should be the left gadget in Fig. 12. Therefore, the vacant square should visit these two gadgets in Fig. 12 alternately. Since it is a solution, the vacant square visits every left gadget exactly once, and it should visit the right gadget exactly once. This implies that the original graph $G$ has a Hamiltonian cycle. This completes the proof.

Theorem 6. The flip over puzzle with constant flips is NP-complete even with all the following conditions:
(0) each piece can be moved at most once,
(1) the frame is a rectangle of height 2 ,
(2) all but two pieces are rectangles of height 1, and
(3) there is only one asymmetric piece.

Proof. The basic idea is similar to the proof of Theorem 3. We reduce the 3-Partition problem to our problem as shown in Fig. 14. For given positive integers $a_{1}, a_{2}, a_{3}, \ldots, a_{3 m}, F$ is a rectangle of size $2 \times(3 m B+m+1)$. Each $P_{i}$ is a rectangle of size $1 \times a_{i}$ for $1 \leq i \leq 3 m$.
(a)


(b)
(c)

(d)


Fig. 13. An example of construction. (a) Given directed 3-regular planar graph $G$, (b) gadget for the start point, (c) constructed puzzle, and (d) the configuration after visiting the vertices $3,2,6,5,1,4,8,7$ in this order.

As shown in Fig. 14, the large piece $P_{3 m+1}$ is obtained from a rectangle of size $2 \times(3 m B+m-1)$ by removing $m$ rectangles of size $1 \times B$ in center and two rectangles of size $1 \times(m B-1)$ on the left and right sides to make $m$ vacant rectangles and two vacant L -shapes on the both sides in $F$. The last piece $P_{3 m+2}$ is a long L-shape polyomino as shown in Fig. 14. Since each block can be flipped at most once, the only way to flip all the pieces is (0) flipping $P_{3 m+1}$, (1) flipping $P_{i}$ for each $i$ with $1 \leq i \leq 3 m$ into $m$ vacant rectangles of $1 \times B$ in center of $P_{3 m+1}$, and (2) flipping $P_{3 m+2}$ from the left side in $F$ to the right side in $F$. Therefore, the instance of the 3-Partition problem is a yes instance if and only if the constructed instance of the flip over puzzle with the conditions has a solution.


Fig. 14. Gadgets for the flip over puzzle of height 2.


Fig. 15. Reduction to the flying block puzzle.

## 4. Complexity of flying block puzzles

In this section, we turn to the flying block puzzles. In flying block puzzles, we can translate and rotate pieces but cannot flip them. In the flip over puzzle in Section 3, almost all pieces are rectangles except a few asymmetric pieces. Since a rectangle does not change by a flip, we can inherit most of the results for flip over puzzles in Section 3 to ones for flying block puzzles by changing some special pieces. However, while the goal of the flip over puzzle is to flip all pieces, the goal of the flying block puzzle is to arrange a specific piece to the goal position. This difference requires different techniques.

The counterpart of Theorem 2 is as follows:

## Theorem 7. The flying block puzzle is PSPACE-complete even with all the following conditions:

(1) the frame is a rectangle of constant height without holes,
(2) every piece is a rectangle of size $1 \times k$ with $1 \leq k \leq 3$, and
(4) there is only one vacant unit square.

Proof. In the proof of Theorem 2, we use an L-tetromino as the unique asymmetric piece. In the flying block puzzle, we do not need to use this trick. Instead of that, the goal of the resulting flying block puzzle is just to move any specific I-tromino in the wire or corner gadget in Fig. 5 corresponding to $e_{t}$, which plays the same role of the flip of the L-tetromino in the proof of Theorem 2.

The counterpart of Theorems 3 and 6 is as follows:
Theorem 8. The flying block puzzle is NP-hard even with all the following conditions:
(1) the frame is a rectangle of height 2 ,
(2) every line-symmetric piece is a rectangle of height 1 , and
(3) there is only one non-rectangle piece, which is line-symmetric.

Proof. The basic idea is the same as the proof of Theorem 3: We reduce from the 3-Partition problem. We let the initial feasible packing $S$ be as in Fig. 15, while the goal feasible packing $\mathcal{T}$ is obtained by reversing $S$ horizontally. The goal of this puzzle is to move the rectangle piece of size $1 \times m B$ to the right side. To do that, all other pieces of size $1 \times a_{i}$ should be moved to the $m$ vacant spaces of size $1 \times B$.

When the instance of the 3-Partition problem is a yes-instance, we can solve the obtained instance of the flying block puzzle as follows: First, pack the pieces of size $1 \times a_{i}$ into the $m$ rectangular holes of size $1 \times B$ according to the solution of the 3-Partition problem, and then move the piece of size $1 \times m B$ to the right side.

Now we assume that the flying block puzzle given in Fig. 15 has a solution. We focus on the turn that the rectangular block of size $1 \times m B$ is moved to the goal position. It is easy to see that it can be done only if the other rectangular blocks of size $1 \times a_{i}$ with $1 \leq i \leq 3 m$ are moved to the $m$ rectangular holes of size $1 \times B$. Then this packing of $3 m$ blocks into $m$ holes gives us a solution of the original instance of the 3-PARTITION problem, which completes the proof.

We note that the claim in the proof of Theorem 8 still holds even if each piece can be moved at most once. In this case, the NPhardness of Theorem 8 is changed to NP-completeness since we have a witness of polynomial-length for a yes-instance. On the other hand, the case discussed in Theorem 8 can be PSPACE-complete since the problem is solvable in PSPACE. In this sense, Theorem 8 is the counterpart of both Theorems 3 and 6.

The counterpart of Theorem 4 is as follows:
Theorem 9. The flying block puzzle with constant flies is NP-complete even if it satisfies the following conditions:

| $B$ | $B$ | $2 B$ |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | $a_{1}$ | $a_{2}$ | -•• | $a_{n}$ |

Fig. 16. The reduction from Partition.
(0) each piece can be moved at most once,
(1) the frame is a rectangle without holes, and
(2) every piece is a rectangle of size $1 \times k$ with $1 \leq k \leq 3$.

Proof. We apply the same technique of the proof of Theorem 7 to Theorem 4.

Interestingly, the reduction of the proof of Theorem 5 from the Hamiltonian cycle cannot be extended to the flying block puzzle since we do not need to "visit" every piece to flip. Therefore, the computational complexity of the flying block puzzle with the conditions in Theorem 5 is open.

We now turn to the flying block puzzles with the frame of height 1 . While this case is trivially "yes" in any instance of the flip over puzzle since every piece is a rectangle of height 1, we show weak NP-hardness of the flying block puzzle if the frame is of height 1 and each piece can be moved at most once. On the other hand, when we can move the pieces any number of times, we have a polynomial-time algorithm to solve it.

Theorem 10. The flying block puzzle with constant flies is weakly NP-complete even if each piece can be moved at most once and the frame is a rectangle of height 1 .

Proof. We present a polynomial-time reduction from Partition [7], which asks, given $n$ positive integers $a_{1}, \ldots, a_{n}$ with $\sum_{i=1}^{n} a_{i}=2 B$, whether there exists a partition of $\{1, \ldots, n\}$ into two sets $A$ and $A^{\prime}$ such that $\sum_{i \in A} a_{i}=\sum_{i \in A^{\prime}} a_{i}=B$. This problem is weakly NPcomplete. Namely, the problem is NP-complete if each number is given as its binary representation.

For a given instance $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ of Partition, we construct an instance of the flying block puzzle as follows. It consists of a frame $F$ and a set of pieces $\mathcal{P}=\left\{P_{1}, P_{2}, \ldots, P_{n+1}\right\}$. The frame $F$ is a $1 \times(4 B)$ rectangle. For $1 \leq i \leq n$, the piece $P_{i}$ is a $1 \times a_{i}$ rectangle. The special piece $P_{n+1}$ is a $1 \times B$ rectangle. The initial feasible packing of $\mathcal{P}$ to $F$ is given in Fig. 16. The goal is to move $P_{n+1}$ to the right end of $F$.

First assume that $\left\langle a_{1}, a_{2}, \ldots, a_{n}\right\rangle$ is a yes-instance of Partition. That is, there is a partition of $\{1, \ldots, n\}$ into $A$ and $A^{\prime}$ such that $\sum_{i \in A} a_{i}=\sum_{i \in A^{\prime}} a_{i}=B$. We first move the pieces $P_{i}$ with $i \in A$ to the leftmost vacant space of size $1 \times B$ and then we move and pack the pieces $P_{i}$ with $i \in A^{\prime}$ to left as much as possible in the vacant space of size $1 \times 2 B$. Now we can move $P_{n+1}$ to the goal position. Note that each piece moves at most once in this process.

Next assume that there exists a sequence of moves that eventually places $P_{n+1}$ to the goal position. Let us consider the step right before $P_{n+1}$ moves to the goal position in $F$. We set $A$ to the indices of the pieces placed in the left side of $P_{n+1}$ in $F$ at this moment and $A^{\prime}$ to $\{1, \ldots, n\} \backslash A$. At this moment, there has to be a vacant space of $1 \times B$ rectangle in the goal position. Therefore, $\sum_{i \in A^{\prime}} a_{i} \leq B$ holds. On the other hand, since $P_{n+1}$ is in the initial position now, $\sum_{i \in A} a_{i} \leq B$ holds too. Since the sum of $\sum_{i \in A} a_{i}$ and $\sum_{i \in A^{\prime}} a_{i}$ is $2 B$, both of them have to be exactly $B$.

Theorem 11. The flying block puzzle can be solved in polynomial time when the frame is a rectangle of height 1.

Proof. Let $F$ be the frame of size $1 \times f$, and $\left\{Q, P_{1}, \ldots, P_{n}\right\}$ be the set of pieces, where $Q$ is the special piece to be moved to the given goal position. Let $a_{i}$ denote the length of $P_{i}$ for each $i$. We assume without loss of generality that $a_{1} \leq a_{2} \leq \cdots \leq a_{n}$. Let $a_{0}$ be the length of $Q$. Now let $S=f-\sum_{i=0}^{n} a_{i}$, which gives us the total vacant space in $F$. Using $S$, we divide the set of pieces into two groups. A piece $P_{i}$ (or $Q$ ) is short if $a_{i} \leq S$, and long if $a_{i}>S$. We assume that the pieces $P_{1}, \ldots, P_{n^{\prime}}$ are short, and $P_{n^{\prime}+1}, \ldots, P_{n}$ are long. Let $\mathcal{X}$ be the set of long pieces. (The set $\mathcal{X}$ may contain $Q$.)

Observe that two long pieces cannot exchange their relative positions in $F$ since the working space $S$ is too small to swap them. Therefore, the ordering in $\mathcal{X}$ cannot be changed by any flies of pieces. On the other hand, when at least one of them is short, two pieces can exchange their relative positions in $F$ in linear number of flies without changing the relative positions of the other pieces.

Now we focus on the special piece $Q$. If $Q$ is in $\mathcal{X}$, the relative position of $Q$ in $\mathcal{X}$ is fixed. On the other hand, if $Q$ is short, the number of possible orderings of $\mathcal{X} \cup\{Q\}$ is $|\mathcal{X}|+1$. In the latter case, the algorithm checks all of these $|\mathcal{X}|+1$ cases. Hereafter, we assume that the ordering of $\mathcal{X} \cup\{Q\}$ is fixed. (If $Q$ is short and not in that position in $\mathcal{X} \cup\{Q\}$, then we first move $Q$ to that relative position.)

When we put $Q$ at the goal position, the frame $F$ is divided into two parts by $Q$. Let $f_{L}$ and $f_{R}$ be the length of the left and right parts of $F$ divided by $Q$, respectively. In the ordering of $\mathcal{X} \cup\{Q\}$, let $\mathcal{X}_{L}$ and $\mathcal{X}_{R}$ be the sets of long pieces in the left and right of $Q$ in $F$, respectively. Let $L=f_{L}-\sum_{P_{i} \in \mathcal{X}_{L}} a_{i}$ and $R=f_{R}-\sum_{P_{i} \in \mathcal{X}_{R}} a_{i}$, which give us the total spaces we can use for placing short pieces in the left and right sides in $F$ divided by $Q$ at the goal position.

If we have already $L<0$ or $R<0$, the answer is "no". On the other hand, if $L \geq 0$ and $R \geq 0$, we can decide that the answer is "yes". In order to answer "yes", we have to show that the set of short pieces can be divided into two sets such that the total lengths
of them are less than or equal to $L$ and $R$, respectively. That is, for the set $A$ of indices of short pieces, we have to construct a subset $A \subseteq\left\{1,2, \ldots, n^{\prime}\right\}$ so that $\sum_{i \in A} a_{i} \leq L$ and $\sum_{i \in \bar{A}} a_{i} \leq R$, where $\bar{A}=\left\{1,2, \ldots, n^{\prime}\right\} \backslash A$. This set $A$ can always be constructed as follows. We greedily add as many elements $P_{i}$ in $\left\{P_{1}, P_{2}, \ldots, P_{n^{\prime}}\right\}$ as possible to $A$ while keeping $\sum_{i \in A} a_{i} \leq L$. Then, we have $L-\sum_{i \in A} a_{i}<S$ since $a_{i} \leq S$ for every short piece $P_{i}$. Therefore, we have $L-S<\sum_{i \in A} a_{i} \leq L$. On the other hand, $\sum_{i \in A} a_{i}+\sum_{i \in \bar{A}} a_{i}=\sum_{1 \leq i \leq n^{\prime}} a_{i}=L+R-S$. Thus we obtain $\sum_{i \in \bar{A}} a_{i}=L+R-S-\sum_{i \in A} a_{i}<L+R-S-(L-S)=R$. Therefore, this instance of the flying block puzzle has a feasible arrangement of the whole pieces such that the special piece $Q$ is placed at the goal position.

## 5. Complexity of C2C jumping block puzzles

In this section, we consider the C2C jumping block puzzle. The problem asks to determine if we can reconfigure the pieces from $S$ to $\mathcal{T}$ by a sequence of flips. We note that pieces in $S$ and $\mathcal{T}$ are not labeled, and hence the congruent pieces are not distinguished.

### 5.1. Tractable cases

We first show that the C2C jumping block puzzle is polynomial-time solvable in some simple cases.

Observation 12. The C2C jumping block puzzle is polynomial-time solvable if the frame $F$ is of height 1.

Proof. Let $s$ be the total number of empty unit squares in a feasible packing. A piece of size $1 \times k$ is said to be long if $k>s$; otherwise, it is short. Clearly, it is not possible to swap the order of two long pieces, because this would require creating an empty space longer than $s$ while keeping all pieces in the frame.

However, it is always possible to create a contiguous empty space of length $s$ between any two pieces without changing the ordering of the pieces. Thus, it is possible to pick up any short piece and insert it between any two other pieces. It follows that the initial feasible packing $S$ can be reconfigured to the goal feasible packing $\mathcal{T}$ if and only if the orderings of the long pieces in $S$ and $\mathcal{T}$ are the same.

Observation 13. The C2C jumping block puzzle is polynomial-time solvable if all pieces are rectangles of size $1 \times 2$.

Proof. We can reduce this problem to the Matching Reconfiguration problem, which is defined in a natural way on the matching problem: for a given pair of matchings, the problem asks if the initial matching can be transformed into the goal matching via a sequence of edge replacements such that all intermediate sets are also matching. It is shown to be polynomial-time solvable in [13, Proposition 2]. We construct a grid graph $G$ on the unit squares of the frame $F$; the vertex set of $G$ is the set of unit squares of $F$, and two unit squares are connected by an edge in $G$ if and only if they are neighbors in $F$ (or they share an edge in $F$ ). Each piece of size $1 \times 2$ covers exactly one edge of $G$, and therefore a feasible packing naturally corresponds to a matching of $G$. Moving a piece in the C2C jumping block puzzle corresponds to replacing an edge in a matching of $G$ with a different edge, in such a way as to form a new matching of the same size. Thus an instance of the C2C jumping block puzzle has a solution if and only if the corresponding instance of the Matching Reconfiguration problem on $G$ is a yes instance. Therefore, the C2C jumping block puzzle where all pieces are dominoes is polynomial-time solvable.

We can extend Observation 13 to the variant with constant flips (cf. Section 3.3).

Theorem 14. The C2C jumping block puzzle with constant flips is polynomial-time solvable if all pieces are rectangles of size $1 \times 2$ and each piece can be moved at most once.

Proof. Let an initial feasible packing $S$ and a goal feasible packing $\mathcal{T}$ be given. We view $S$ as a set of dominoes $S=\left\{S_{1}, S_{2}, \ldots, S_{n}\right\}$ arranged in the frame $F$. Similarly, we view $\mathcal{T}$ as a set of dominoes $\mathcal{T}=\left\{T_{1}, T_{2}, \ldots, T_{n}\right\}$ arranged in $F$. We construct the bipartite graph $G=(\mathcal{S} \cup \mathcal{T}, E)$ such that $\left\{S_{i}, T_{j}\right\} \in E$ if and only if the dominoes $S_{i}$ and $T_{j}$ share at least a unit square in $F$. Fig. 17 shows an example.

We say that a connected component of $G$ is balanced if it has the same number of vertices in $S$ and in $\mathcal{T}$; otherwise, it is unbalanced. More specifically, if a component has more vertices in $S$ (respectively, in $\mathcal{T}$ ), it is said to be $S$-unbalanced (respectively, $\mathcal{T}$-unbalanced).

We will prove that the puzzle can be solved by moving each piece at most once if and only if $G$ satisfies at least one of the following conditions:
(1) $G$ has no cycles, or
(2) $G$ has at least one unbalanced connected component.

Since we can construct $G$ and verify these conditions in polynomial time, we will conclude that the puzzle is polynomial-time solvable.


Fig. 17. An initial and a goal feasible packing (left) and the corresponding graph $G$ (right).

Note that a solution to the puzzle can be described as a sequence of $n$ pairs $\left(\left(S_{i_{1}}, T_{j_{1}}\right),\left(S_{i_{2}}, T_{j_{2}}\right), \ldots,\left(S_{i_{n}}, T_{j_{n}}\right)\right)$. This is because each piece can be moved at most once; thus, every time we pick up a piece $S_{i} \in S$, we must immediately place it in an empty location corresponding to a piece $T_{j} \in \mathcal{T}$. In terms of the graph $G$, such a move is equivalent to erasing the vertex $S_{i}$ and all its incident edges, and then erasing the vertex $T_{j}$, which is assumed to be isolated (if $T_{j}$ is not isolated, then its location is not empty, and the move is not feasible). The puzzle is solvable if and only if there is a sequence of moves that eliminates all vertices of $G$.

Since all pieces are dominoes, $G$ must have maximum degree at most 2 . Therefore, each connected component of $G$ is either a path (possibly consisting of a single isolated vertex) or a cycle. Note that all cycles in $G$ must be balanced, because $G$ is bipartite. In the following, the term "path" will be used to denote any connected component of $G$ that is also a path.

We first observe that any balanced path $\left(T_{i_{1}}, S_{i_{2}}, T_{i_{3}}, \ldots, T_{i_{k-1}}, S_{i_{k}}\right)$ can be eliminated via the sequence of moves $\left(S_{i_{2}}, T_{i_{1}}\right),\left(S_{i_{4}}, T_{i_{3}}\right)$, $\ldots,\left(S_{i_{k}}, T_{i_{k-1}}\right)$.

Similarly, a $\mathcal{T}$-unbalanced path, say ( $T_{i_{1}}, S_{i_{2}}, T_{i_{3}}, \ldots, S_{i_{k-1}}, T_{i_{k}}$ ), can be reduced to the isolated vertex $T_{i_{k}} \in \mathcal{T}$ by the sequence of moves $\left(S_{i_{2}}, T_{i_{1}}\right),\left(S_{i_{4}}, T_{i_{3}}\right), \ldots,\left(S_{i_{k-1}}, T_{i_{k-2}}\right)$.

On the other hand, assume that $G$ contains an $S$-unbalanced path, as well as an isolated vertex $T_{j} \in \mathcal{T}$. In this case, we can pair up $T_{j}$ with an endpoint of the path; this results in a balanced path, which can be eliminated as above. (In the special case where the path consists of a single vertex $S_{i} \in S$, we can simply pair up $S_{i}$ and $T_{j}$ to eliminate both.)

Since each move reduces both $S$ and $\mathcal{T}$ by one vertex, the two sets always have the same size. Moreover, every unbalanced path with $k$ vertices in $S$ must have either $k-1$ or $k+1$ vertices in $\mathcal{T}$. It follows that the number of $S$-unbalanced paths is always the same as the number of $\mathcal{T}$-unbalanced paths.

Assume that condition (1) is verified, i.e., every component of $G$ is a path. By the above discussion, we can first eliminate all balanced paths, and then reduce each $\mathcal{T}$-unbalanced path to an isolated vertex in $\mathcal{T}$. Finally, we can pair up each $\mathcal{S}$-unbalanced path with an isolated vertex in $\mathcal{T}$ and eliminate both. Since there are as many $\mathcal{S}$-unbalanced paths as $\mathcal{T}$-unbalanced paths, this results in the elimination of all vertices, proving that the puzzle is solvable.

Assume now that condition (2) is verified, i.e., $G$ contains some unbalanced paths. We will prove by induction on the number of cycles that the puzzle can be solved. If there are no cycles, then condition (1) is verified, and we know how to solve the puzzle. Suppose now that $G$ contains a cycle $C$. Since there are unbalanced paths in $G$, there is at least one $\mathcal{T}$-unbalanced path. Firstly, we reduce this path to an isolated vertex $T_{i} \in \mathcal{T}$, and then we pair up $T_{i}$ with any vertex of $C$ lying in $S$. This reduces $C$ to a $\mathcal{T}$-unbalanced path; as a result, the number of cycles has decreased, and there are still unbalanced paths in $G$. Thus, the puzzle can be solved by the inductive hypothesis.

It remains to prove that, if all components of $G$ are balanced and some of them are cycles, then the puzzle cannot be solved. We will prove it by induction on the number of vertices of $G$ that do not lie on a cycle. The base case is when all components of $G$ are cycles; this case is unsolvable because no move is possible, as there is no way to create an isolated vertex in $\mathcal{T}$ by removing a single vertex from $S$. Suppose now that $G$ contains some balanced paths, as well as some cycles. The only available move in this case is to pair up an endpoint $T_{j} \in \mathcal{T}$ of a balanced path with its adjacent vertex $S_{i} \in S$. Since this move reduces the length of the path while keeping it balanced, the inductive hypothesis implies that the puzzle cannot be solved.

### 5.2. PSPACE-complete and NP-hard cases

The extension of the observations above to more general cases, e.g., blocks of size $1 \times 3$, seems to be interesting (cf. [12]). In this context, we can obtain variants of Theorems 2 and 3 for this problem as follows.

Theorem 15. The C2C jumping block puzzle is PSPACE-complete even with all the following conditions:


Fig. 18. Reduction to the shortest variant of the C2C jumping block puzzle. Each dark gray block consists of $4 m$ pieces of size $1 \times 1$.
(1) the frame is a rectangle of constant height without holes,
(2) every line-symmetric piece is a rectangle of size $1 \times k$ with $1 \leq k \leq 3$,
(3) there is only one asymmetric piece of size 4, and
(4) there is only one vacant unit square.

Proof. In [10, Theorem 5.15], it is proved that the following variant of NCL is PSPACE-complete: its input consists of a constraint graph $G=(V, E, w)$ and two legal configurations $C_{s}$ and $C_{t}$ for $G$, and the problem asks to determine if there exists a sequence of legal configurations $C_{s}=C_{0}, C_{1}, \ldots, C_{k}=C_{t}$ such that $C_{i}$ is obtained by reversing the direction of a single edge in $C_{i-1}$ with $i \geq 1$. Using the same proof of Theorem 2 for this variant of the NCL problem, we immediately obtain the theorem.

Theorem 16. The C2C jumping block puzzle is NP-hard even with all the following conditions:
(1) the frame is a rectangle of height 2 ,
(2) every line-symmetric piece is a rectangle of height 1 , and
(3) there is only one non-rectangle piece, which is line-symmetric.

Proof. The basic idea is the same as the proofs of Theorems 3 and 8: We reduce from the 3 -Partition problem by reusing the gadgets in Fig. 15. The construction of an instance of the flying block puzzle from a given instance of the 3-Partition problem is given in Fig. 15. The goal is exchanging the rectangular block of size $1 \times m \boldsymbol{B}$ with the other rectangular blocks of size $1 \times a_{i}$ with $1 \leq i \leq 3 m$ (in any order). To do that, all pieces of size $1 \times a_{i}$ should be moved to the $m$ vacant spaces of size $1 \times B$ before moving the rectangular block of size $1 \times m B$. Therefore, the instance of the 3 -PARTITION problem is a yes instance if and only if the constructed instance of the flying block puzzle has a solution.

Recall that the C2C jumping block puzzle is polynomial-time solvable if the frame $F$ is of height 1 (Observation 12). Here we show that finding a shortest sequence is hard even in this setting.

Theorem 17. Given an integer $k$ and an instance of the C2C jumping block puzzle on a frame of height 1 without holes, it is NP-complete to decide whether there is a jumping sequence of length at most $k$ from the initial feasible packing to the goal feasible packing.

Proof. The proof of Observation 12 implies that a yes-instance of the C2C jumping block puzzle with a frame of height 1 admits a jumping sequence of length polynomial in the number of pieces as a yes-certificate. Therefore, we can assume that $k$ is bounded by such a polynomial. This implies that the shortest variant belongs to NP. We show the NP-hardness by reducing 3-Partition to this problem.

Let $\left\langle a_{1}, \ldots, a_{3 m}\right\rangle$ be an instance of 3-Partition. We construct the initial feasible packing as shown in Fig. 18, and set the goal feasible packing to the reversal of this configuration. We set $k=6 m+1$.

First assume that $\left\langle a_{1}, \ldots, a_{3 m}\right\rangle$ is a yes-instance of 3-Partition. Using a solution $A_{1}, \ldots, A_{m}$, we can move all pieces of size $1 \times 4 m a_{i}$ to the $m$ gaps of length $4 m B$ in the middle. Then, we move the piece of size $1 \times 4 m^{2} B$ to its goal position. Finally, we move the pieces of size $1 \times 4 m a_{i}$ to their goal positions. We obtained the goal packing in $k=6 m+1$ steps.

Conversely, assume that the C2C jumping block instance admits a jumping sequence of length at most $k=6 m+1$ from the initial packing to the goal packing. We call each block of $4 m$ consecutive pieces of size $1 \times 1$ in the initial packing a wall. We say that the pieces of size $1 \times 1$ are small, and the other pieces are large. Observe that, in the sequence we have to move each of the $3 m+1$ large pieces at least once, and thus we can move at most 3 m small pieces. This implies that no wall can be completely removed. Thus, if $A$ is the set of indices $i$ of pieces of size $1 \times 4 m a_{i}$ that are simultaneously put between two consecutive (possibly broken) walls at some step of the jumping sequence, then $\sum_{i \in A} 4 m a_{i} \leq 4 m B+3 m$, and thus $\sum_{i \in A} a_{i} \leq B$ holds. Observe that at the configuration right before moving the piece of size $1 \times 4 m^{2} B$ beyond the leftmost wall, all pieces of size $1 \times 4 m a_{i}$ are put into the $m$ gaps in the middle. This gives a solution to the 3-PARTITION instance as before.

## 6. Concluding remarks

In this paper, we investigate the computational complexities of the jumping block puzzles which form the token-jumping counterpart of the sliding block puzzles in the context of reconfiguration problems. In the context of combinatorial reconfiguration, the C2C jumping block puzzles leave some interesting open problems. In the reduction in the proof of Theorem 16, each piece is moved at most twice. On the other hand, as shown in Theorem 14, the C2C jumping block puzzle is polynomial-time solvable if all pieces


Fig. 19. A "simple" example of the flying block puzzle designed by Hideyuki Ueyama in [1] (with permissions): It requires 256 steps to exchange A and B.
are dominoes and each piece can be moved at most once. In Theorem 17, we show that finding a shortest sequence between two feasible packings is NP-complete as the ( $n^{2}-1$ )-puzzle. Can we then solve the C2C jumping block puzzle in polynomial time when each piece can be moved at most once?

We still have many other variants of the jumping block puzzles. We may allow the frame to have holes (or fixed obstacles). Another natural variant allows us to use (partially) colored blocks. In this framework, several puzzles were designed by Hideyuki Ueyama, and some of them can be found in [1]. One interesting example can be found in Fig. 19. It consists of 12 rectangle pieces and one L-tromino (i.e., all pieces are line-symmetric). There are two vacant unit squares. The goal of this puzzle is to exchange two I-trominoes with labels A and B. At a glance, it seems to be impossible. However, they can be exchanged in 256 steps. One issue in this example is that two I-trominoes are distinguished, while other blocks have no labels.

Another feature of this puzzle is the number of vacant unit squares. Intuitively, the puzzle is likely to become easier if we have many vacant unit squares. (In fact, some concrete examples can be found in [1]. In the examples, almost the same patterns are given except the number of unit squares. Removing unit squares, we can observe that the number of turns of the puzzle decreases.) On the other hand, one can increase the number of vacant unit squares without changing the solvability of a given instance by scaling up and then using only the "skeletons" of the pieces. Thus it would be interesting to find a parameterization that justifies our intuition above in some sense.

Other grid patterns are also natural variants of this puzzle. In fact, a commercial product based on polyabolos, which are figures obtained by gluing unit isosceles right triangles, is available as "Flip over Abolo" [14].
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## Appendix A. NP-completeness of the Hamiltonian cycle problem on 3-regular planar digraphs

In [19], it was shown that the Hamiltonian cycle problem on 3-regular planar digraphs where each vertex has indegree 1 or 2 is NP-complete. For short, we call a vertex in a digraph an ( $i, j$ )-vertex when it has indegree $i$ and outdegree $j$. We here give slightly stronger results than the one in [19].

Theorem 18. The Hamiltonian cycle problem on 3-regular planar digraphs $G$ is $N P$-complete even with all the following conditions:
(0) every vertex is a (1,2)-vertex or a (2, 1)-vertex,
(1) every edge from a (2,1)-vertex is joined to a (1,2)-vertex,
(2) every edge from a (1,2)-vertex is joined to a (2,1)-vertex,
(3) the number of $(1,2)$-vertices is equal to the number of $(2,1)$-vertices, and
(4) $G$ is bipartite.

Proof. Let $G=(V, E)$ be a digraph that satisfies the condition ( 0 ). By the result in [19], it is sufficient to construct a digraph $G^{\prime}=\left(V^{\prime}, E^{\prime}\right)$ from $G$ in polynomial time such that $G^{\prime}$ satisfies all the conditions and $G$ has a Hamiltonian cycle if and only if $G^{\prime}$ has a Hamiltonian cycle.


Fig. 20. Reduction from 3-regular digraph to 4-regular digraph.

We suppose that an edge $e=(u, v)$ joins two (2,1)-vertices. Then $G$ contains an edge $(w, v)$ for some $w \in V \backslash\{u\}$. When $G$ has a Hamiltonian cycle, it has to use the edge $(u, v)$ since $u$ has no other outneighbor. Thus the edge $(w, v)$ is redundant, and we can remove it from $G$. In other words, $G$ has a Hamiltonian cycle if and only if $G-(w, v)$ has a Hamiltonian cycle, where $G-(w, v)$ is a digraph obtained from $G$ by removing the edge $(w, v)$. Now we focus on $w$ in $G-(w, v)$. If $w$ is a $(2,1)$-vertex, it has no outneighbor in $G-(w, v)$, thus we can decide $G$ does not have Hamiltonian cycles. Otherwise, $w$ and $v$ are $(1,1)$-vertices in $G-(w, v)$. That is, the edges $(u, v),\left(v, v^{\prime}\right),(s, w),(w, t)$ are in $E$ for some $v^{\prime}, s, t$, and $w$ and $v$ have no other neighbors. Then we can obtain the digraph $G^{\prime \prime}$ by replacing the unique directed paths $\left(u, v, v^{\prime}\right)$ and $(s, w, t)$ in $G-(w, v)$ by directed edges $\left(u, v^{\prime}\right)$ and $(s, t)$, and it is easy to see that $G$ has a Hamiltonian cycle if and only if $G^{\prime \prime}$ has a Hamiltonian cycle. When the digraph has edges joining two ( 1,2 )-vertices, we can perform a symmetric reduction. We repeat this process until the digraph has no edge joining two ( 2,1 )-vertices or two ( 1,2 )-vertices.

Therefore, the Hamiltonian cycle problem on 3-regular planar digraphs is NP-complete even if we restrict to the digraphs $G^{\prime}$ of conditions ( 0 ), (1), and (2). For a digraph $G^{\prime}$ with conditions ( 0 ) (1), and (2), let $A$ be the set of (2,1)-vertices and $B$ be the set of $(1,2)$-vertices in $G^{\prime}$. Then it is easy to see that $G^{\prime}$ is bipartite by these sets $A$ and $B$ since every edge joins a vertex in $A$ and another in $B$. Now we consider the number of directed edges from $A$ to $B$ and ones from $B$ to $A$. Since $A$ is the set of $(2,1)$-vertices, the number of edges from $A$ to $B$ is $|A|$. On the other hand, since $B$ is the set of (1,2)-vertices, the number of edges from $B$ to $A$ is $2|B|$. Then, since each vertex in $A$ has indegree 2 and each vertex $B$ has indegree 1, it is easy to see that $|A|=|B|$. Thus $G^{\prime}$ satisfies ( 0 )-(4), and $G$ has a Hamiltonian cycle if and only if $G^{\prime}$ has a Hamiltonian cycle. The reduction can be done in polynomial time, which completes the proof.

By Theorem 18, we also have the following corollaries.

Corollary 19. If $G$ is a yes-instance that satisfies the conditions (0)-(4) in Theorem 18, then any Hamiltonian cycle of $G$ uses every edge from a (2, 1)-vertex to a (1,2)-vertex.

Proof. By the condition (1) in Theorem 18, it follows.

Corollary 20. The Hamiltonian cycle problem on 4-regular planar digraphs is NP-complete even if the digraphs consist of only (2,2)vertices.

Proof. We can obtain the claim by contracting all edges in the condition (1) in Theorem 18 as shown in Fig. 20.
We note that any 4-regular planar digraph in the proof of Corollary 20 satisfies one more property that two incoming edges (and hence two outgoing edges) are consecutive in clockwise ordering around the vertex as shown in Fig. 20 in the planar embedding. This property may be useful in other reductions.
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